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Another Distributed DNN Training Framework

• Microsoft’s DeepSpeed is a new open-source framework focused on 
optimizing the training of massively large deep learning models.
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Another Distributed DNN Training Framework

• Scale: DeepSpeed provides system support to run models up to 100 billion 
parameters.
• Speed: DeepSpeed showed 4x-5x higher throughput than other libraries.
• Cost: DeepSpeed has three times less cost than other libraries.
• Usability: DeepSpeed does not require refactoring PyTorch models and 

could be used with just a few lines of code.
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Deploy DeepSpeed and Test on ThetaGPU

#Step1: "Setting up env"

#Step2: “Run script"

PATH: 
sdl_ai_workshop/01_distributedDeepLearning/DeepSpeed/submissions/thetagpu/deepspeed_cifar10_runn
er_single_node.sh
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Output of cifar-10 example
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Future plans on DeepSpeed
• More test cases: Megatron-LM, 1Cycle, and BERT model.

• More test cases on multiple nodes.

• More performance comparison with Horovod
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https://github.com/Argonne-
lcf/sdl_ai_workshop/tree/master/01_distributedDeepLearning/Dee
pSpeed

Thanks


