Argonne 4

NATIONAL LABORATORY

Debugging on the ALCF XC40 System

Computational Performance Workshop
April 30, 2019

Ray Loy
ALCF

www.anl.gov



OUTLINE

» |nteractive jobs

= Core dumps - ATP

= Snapshots - STAT

= Basic parallel debugging — Igdb
= DDT / MAP
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Interactive runs for tests (Theta)

Submit an interactive job to the queue, e.g.

—gsub—-1-t30-n 512

When job "runs", the nodes are allocated, and you get a (new) shell prompt on
a "mom" node.

— This shell behaves like the one in a Cobalt script job

— Start your compute node run just like you would in a Cobalt script job.
e Theta: aprun—-N 64 —d 1 —j 1 —cc depth myprogram.exe
= Or just run your Cobalt job script: ./myjobscript.sh

When you exit the shell, the Cobalt job will end
Note: When the Cobalt job runs out of time, there is no message.

— Telltale sign: aprun will fail
— Check your job status with "gstat SCOBALT_JOBID"
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Theta: ATP

ATP = Abnormal Termination Processing
— generates a STAT format merged stack backtrace (file atpMergedBT.dot)
— view the backtrace file with stat-view (module load stat)

Link your app with ATP

— Before linking, check that the "atp" module is loaded (module list)
— Cray and Intel compilers will link in ATP automatically

In your job script, set environment before running your app

— export ATP_ENABLED=1

—aprun ...

— If your program crashes, ATP will invoke STAT to dump a backtrace file
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STAT-VIEW

module load stat
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THETA: STAT snapshot

While program is running (e.g. deadlocked), you can generate a merged backtrace snapshot
showing where your program is.

On the MOM node, invoke "stat-cl pid" where pid is the aprun pid
In job script (or interactive job shell)

— hostname # identify the MOM node you are on
— module unload xalt # xalt wraps aprun resulting in 2 processes named "aprun”
— aprun ...

During the run, ssh to the same MOM node
— ps —u username # Determine pid of aprun

— module load stat

— DISPLAY="" stat-cl pid

Optional

— aprun ... &

— echo "aprun pid is $!"

— wait
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Igdb

lgdb connects a gdb to each rank and provides a text interface
module load cray-lgdb
Modify your script job.sh to mark your aprun:
#cray debug_start
aprun—-n8-N1-d 1 -1 a.out
#cray debug_end
lgdb
— launch $a(8) --qsub=job.sh a.out
« Submits job.sh to run 8 ranks, your executable is a.out
Useful commands
— backtrace (bt), continue (cont), break, print
— See "man Igdb"
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Allinea DDT and MAP

* Environment
* Theta: module load forge/19.0.2 (/soft/environment/modules/modulefiles)
= Do not use module load forge, module load ddt
e Compiling your code
e Compile —g-00
* More details:

e http://www.alcf.anl.gov/user-guides/allinea-ddt
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Allinea DDT startup

Option 1: Run using remote client (RECOMMENDED)

— Download and install Mac or Windows "Remote client" from
e https://developer.arm.com/tools-and-software/server-and-hpc/arm-architecture-
tools/downloads/download-arm-forge
— Optional: use ssh master mode so you only need log in once per session
¢ Note: supported on Mac OS/X; not supported in Windows <= XP (? for >XP)
e ~/.ssh/config
= ControlMaster auto
= ControlPath ~/.ssh/master-%r@%h:%p

Option 2: Run from login node
— Need X11 server on your laptop and ssh —X forwarding
—Run ddt and let it submit job through GUI
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DDT Remote Client (0)
GUI looks just like the X11 Client

6 00 \ Allinea DDT 4.2-34404

Run
J~> Run and debug a program.

Attach

Attach to an already running program.
Open Core

Open a core file from a previous run.

Manual Launch (Advanced)
Manually launch the backend yoursel.

Options

Remote Launch:
| oft

Quit

Available Tools:

Allinea DDT  Remote Only

“« Allinea MAP Remote Only

Remote Client | 7 |

Support  Tutorials  allinea.com

Allinea DDT 4.2-34404
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DDT Remote Client (1)

Select "configure” to add a new remote host

®00 . Allinea DDT 4.2-34404

Run

Run and debug a program.
Attach
Attach to an already running program.

Open Core .
Open a core file from a previous run.

Manual Launch (Advanced!
Manually launch the backend yourself.

Options

Remote Launch:
v Off 2]

rloy@cetus.alcf.anl.gov
rloy@mira.alcf.anl.gov
rloy@surveyor.alcf.anl.gov
rloy@tukey.alcf.anl.gov
rloy@vesta.alcf.anl.gov
rloy@vestalac1
rloy@vestalac1.pub.alcf.anl.gov
rloy@vestalac2

Available Tools:

« Allinea MAP Remote Only

Remote Client

Support

Tutorials  allinea.com
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DDT Remote Client (2)

Note: this remote installation directory is the default
version of DDT, corresponding to +ddt or module
Click "Test Remote Launch" to verify

e 00 . Remote Launch Settings
Host Name: {your_username@cetus.alcf.anl.gov v
How do | connect via a gateway (multi-hop)?
Remote Installation Directory: !/soft/debuggerslddt ‘
Remote Script (optional): | |
[ | Always look for source files locally
| Test Remote Launch |
| Help | [ OK | | Cancel |
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DDT Remote Client (3)

Now that it is defined, select remote machine

‘800 \ Allinea DDT 4.2-34404

Run

Run and debug a program.
Attach
Attach to an already running program.

Open Core
Open a core file from a previous run.

Manual Launch (Advanced)
Manually launch the backend yourself.

Options

Remote Launch:

a
Configure... ¢

oy gov
rloy@surveyor.alcf.anl.gov
rloy@tukey.alcf.anl.gov
rloy@vesta.alcf.anl.gov
rloy@vestalac1
rloy@vestalac1.pub.alcf.anl.gov
rloy@vestalac2

Available Tools:

“ Allinea MAP Remote Only

Remote Client
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DDT (4)

Connected (note License info in lower left corner)
From this point, remote GUI works same as local

8 00 \ Allinea DDT 4.2-34404

Run
Run and debug a program.

Attach
Attach to an already running program.

pen Core
Open a core file from a previous run.

Manual Launch Advuneedg
Manually launch the backend yourself.
Options

Remote Launch:
| rloy@cetus.alcf.anl.gov

Quit

Available Tools:
Allinea DDT  Support Expires 2014-12-17
“« Allinea MAP Platform Unsupported
Licence Serial Number: 7184 El

Support  Tutorials  allinea.com

Allinea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anlgov |
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DDT Startup — Reverse Connect

Start remote client and connect to login node (or start X11 client on login node)

In an ssh session to the login node
— Run an interactive job (gqsub —I)

» Theta: Instead of aprun ... myprog.exe
» /soft/debuggers/forge/bin/ddt --connect aprun ... myprog.exe

= Handy tip: run your job script from the interactive job command line

Likewise with Allinea MAP
— Theta: /soft/debuggers/forge/bin/map --connect aprun ... myprog.exe
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DDT

When job starts running, connection status will show

\ Allinea DDT 4.2-34404

. > y 4 =
B H & &5 & B Bl Ei Bl E§E ! 0O, &,
Current Group: al Focus on current: o) Group () Process () Thread : Step Threads Together :
Create Group _
Project Files (5N x] | Locals Current Stack |
Ci i
‘Search T ‘ N urrent Line(s) 00
L
8.0 .60 \ Connecting to hellompi
runjob ready

Processes connected:  0/8 (

Processes ready: ors |

: 2014-05-21 13:14:21.181 (INFO )
2014-05-21 13:14:21.183 (INFO )
Other: 2014-05-21 13:14:21.183 (INFO )

[0xf££fb694c110) 33338:tatu.runjob.client:
[Oxf££82403500] 33338:tatu.runjob.monito: me
[Oxf£fb694c110] CET-00000-11331-128:33338:ibr

00

Processes Function A

| Allinea DDT 4.2-34404 Connected to: rloy@cetus.alcf.anl.gov
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DDT

Ready to debug!

800

A Allinea DDT 4.2-34404

S | = I O o S =

Bl B¢ B] B ! 1, &,

Current Group: | All N

Focus on current: (s) Group () Process | Thread () Step Threads Together

Al

CIMEIEIE]

Search ($K) | ;;

v & Application Code 20

®/ vy

7 Sources

@ hellompi.c
(21 bar(int arg) : void 26
(2] foo : void 37
(2] main(int argc, char *arg\ 29

CIEIE]

e © 0 Bl

Locals _ Current Stack

Current Line(s) 00

Variable Name Value

» & External Code 40

!
atus status;

 (sarge, kargvl ;

) failed\n");

vAr=wST Cromm vAnk (NPT COMM WORTO. Amurane) s

Type: none selected

... | Tracepoint... = Logbook |

a6
| Inputl... = Break.. = Watch... - Trace
Stacks

Evaluate 00

00 i Value

Processes Functon A
87 main (hellompi.c:40)

Argonne Leadership Computing Facility

Ready C d to: rloy alcf.anlgov |

Argonne &

NATIONAL LABORATORY



Questions

See also
—http://www.alcf.anl.gov/user-guides

—support@alcf.anl.gov
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